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Abstract

We study the classical contest design problem of allocating a budget across dif-

ferent prizes to maximize effort in a finite type-space environment. For any contest,

we characterize the unique symmetric equilibrium. In this equilibrium, different agent

types mix over contiguous intervals so that more efficient agents always exert greater

effort than less efficient agents. We then solve for the expected equilibrium effort,

investigate the effect of increasing competition under linear costs, and identify condi-

tions under which this effect persists under general costs. As a result, we find that the

winner-takes-all contest is optimal under linear and concave costs. Lastly, we obtain

an equilibrium convergence result for the continuum type-space, and since the finite

type-space encompasses the complete information environment as a special case, our

analysis offers a unified approach to studying contests in these classical environments.

1 Introduction

Contests are situations in which agents compete against each other by investing costly ef-

fort or other resources to win valuable prizes. Given their widespread prevalence across
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various domains, such as business (e.g., firms’ investments in innovation), sports (e.g., tour-

naments), and politics (e.g., securing positions of power), it is important to understand how

different contests influence the effort exerted by agents and, in particular, identify contest

structures that are optimal from the designer’s perspective. Consequently, there is a vast

literature studying variants of optimal contest design problems in different domains, includ-

ing complete and incomplete information environments which differ in the assumptions they

make about the information held by the agents about the types (abilities) of their opponents.

In this paper, we revisit the classical contest design problem of allocating a fixed budget

across different prizes so as to maximize expected effort, focusing on a fundamental domain

of an incomplete information environment with a finite type-space. The existing literature

has predominantly analyzed environments where the type-space is either a continuum, or

a singleton (the complete information case), and the results highlight how the structure of

the optimal contest can vary significantly depending on the environment. In the continuum

type-space, the highly competitive winner-takes-all contest has been shown to be optimal

under linear or concave costs (Moldovanu and Sela [24]), and Zhang [37] identifies a sufficient

condition under which it remains optimal with convex costs as well. In comparison, in the

complete information environment, any budget distribution in which the worst-performing-

agents gets nothing leads to same expected effort under linear costs (Barut and Kovenock

[1]), and the least competitive contest among these in which all remaining agents get an

equal share of the budget becomes strictly optimal under convex costs (Fang, Noe, and

Strack [11]).1 Since our finite type-space domain encompasses the complete information do-

main as a special case, and can approximate any continuum type-space (with a sufficiently

large finite-type space), the findings from the literature in these extreme cases do not directly

inform what occurs in this intermediate domain.2 Our analysis of the contest design problem

in the finite type-space not only provides a bridge between the literature on these extreme

domains, it introduces new techniques that integrate insights from both these settings. We,

thus, provide a unifying approach towards studying contest design problems in the classical

1More detailed survey of the literature on this contest design problem can be found in Sisak [31]. For

general surveys of the theoretical literature in contest theory, see Corchón [5], Vojnović [35], Konrad [15],

Chowdhury, Esteve-González, and Mukherjee [4], Fu and Wu [12], Beviá and Corchón [2].
2Sisak [31] also raises this open question in her survey article: “The case of asymmetric individuals,

where types are private information but drawn from discrete, identical or maybe even different distributions,

has not been addressed so far. From the results discussed above, especially on asymmetric types with full

information, one could conjecture that multiple prizes might be optimal even with linear costs.”
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complete and incomplete information domains, which have traditionally been explored sep-

arately using very different techniques.

For the finite type-space domain, we begin by characterizing the unique symmetric Bayes-

Nash equilibrium of the contest game. Interestingly, even though the equilibrium is in mixed

strategies, it exhibits a useful monotonic structure. More specifically, different agent types

mix over disjoint but connected intervals so that agents who are more efficient always exert

more effort than agents who are less efficient. Thus, the equilibrium in the finite type-space

domain exhibits both the mixed nature of the equilibrium seen in complete information do-

mains, and the monotonic structure seen in incomplete information domain with a continuum

type-space. While this mixed and monotonic structure of the equilibrium is robust across

type-spaces, cost functions, and distributions of the budget, these parameters help pin down

the specific equilibrium distribution over the intervals through the indifference condition.

Using this equilibrium characterization, we focus on solving our contest design problem.

We first restrict attention to linear costs, and solve for the expected effort induced by any

arbitrary contest. We find that the expected effort is linear in the value of the prizes, and

show that if there are at least two distinct types, the marginal effect of transferring value

from a lower ranked prize to the first prize is always positive. In comparison, if the type-

space is a singleton, any transfer across prizes does not influence expected effort. Thus,

we recover the result that in the complete information environment, any distribution of the

budget in which the worst-performing agents gets nothing is optimal (Barut and Kovenock

[1]). And our findings show that as soon as there is any little uncertainty about the types,

the winner-takes-all contest becomes strictly optimal.3

For the design problem with general costs, we identify sufficient conditions under which

the effect of transferring value from one prize to another on equilibrium effort can be informed

by the effect of such a transfer under linear costs. More precisely, we show that if increasing

competition (transferring value from lower ranked prize to better ranked prize) has a posi-

tive impact on expected effort under linear costs, this effect extends to the equilibrium under

concave costs as long as the prizes in consideration are such that the better ranked prize

is actually the first prize, or the equilibrium utility of the most efficient agent is negatively

3This disproves the conjecture from Sisak [31] about multiple prizes being optimal under linear costs

when types are drawn from identical discrete distributions.
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impacted from this transfer. Analogously, if increasing competition has a negative impact

under linear costs, this impact extends to the equilibrium with convex costs under the same

conditions. The upshot is that we are able to establish the optimality of the winner-takes-

all contest under arbitrary concave cost functions, while also simultaneously recovering the

result of Fang, Noe, and Strack [11] about the differing effects of increasing competition on

expected effort under concave and convex costs in complete information environments.

Lastly, we establish an equilibrium convergence result that illustrates how the insights

from studying contests in the finite type-space domain might apply to the classical domain

with a continuum type-space. In particular, we study the limit behavior of the equilibrium of

a sequence of finite type-spaces that converge to a continuum type-space, and show that the

corresponding sequence of distributions of the mixed-strategy equilibrium converges to the

distribution of the pure-strategy equilibrium under the continuum type-space. Essentially,

the equilibrium interval over which an agent of a certain type mixes shrinks as the finite

type-space becomes large and converges to the effort prescribed by the pure-strategy equi-

librium under the continuum type-space. Thus, for any continuum type-space, we can find a

sufficiently large finite type-space so that the equilibrium behaviour under various contests in

the finite type-space provides a reasonable approximation to the equilibrium behavior under

these contests in the continuum type-space.4 Since the finite type-space clearly includes the

complete information domain as a special case, this convergence result formalizes the sense

in which the finite-type space domain provides a framework to investigate simultaneously

the classical complete and incomplete information environments.

There is a growing literature studying variants of the contest design problem that al-

low for greater flexibility to the designer. For the continuum type-space, previous work

has identified sufficient conditions under which the winner-takes-all contest remains optimal

across various settings, including under a general class of mechanisms (Zhang [37]), with

negative prizes (Liu, Lu, Wang, and Zhang [19]), and with general architectures (Moldovanu

and Sela [25], Liu and Lu [20]). Similarly, in complete information environments, the min-

imally competitive budget distribution (all agents but one receive an equal positive prize)

4This result might be particularly relevant for those interested in experimental research on contests, as the

finite type-space offers a more convenient framework for implementation while also providing a reasonable

approximation to the equilibrium behavior in the continuum setting. For a review on the large body of

experimental work in contests, see Dechenaux, Kovenock, and Sheremeta [6].
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has been shown to be a feature of the optimal contest more broadly (Letina, Liu, and Netzer

[18, 17], Xiao [36]). Olszewski and Siegel [26, 27] propose a unifying approach using large

contests, showing that the equilibrium outcomes with many agents can be approximated by

a single agent problem, and find that it is always optimal to award multiple prizes of descend-

ing sizes under convex costs. By analyzing the intermediate finite type-space domain, this

paper proposes another unifying approach, and we believe the insights gained by focusing

on the classical budget allocation problem can provide a basis for exploring the more general

variants, which may be particularly relevant given the discrepancies between optimal contest

structures in complete information and continuum type-space settings.5

There is some related literature examining contests in incomplete information settings

with a finite type-space. Much of this research considers binary type-spaces or a small

number of agents and focuses on characterizing equilibrium properties under asymmetric or

correlated types. Siegel [30] establishes the existence of a unique equilibrium under general

distributional assumptions. With correlated types, Liu and Chen [21] demonstrate that the

symmetric equilibrium may be non-monotonic when the degree of absolute correlation is

high, Rentschler and Turocy [28] highlight the possibility of allocative inefficiency in equi-

librium, while Tang, Fu, and Wu [33] and Zhao, Kuang, and Zheng [38] explore the impact

of reservation prices and information disclosure policies on equilibrium effort, respectively.

With asymmetric type distributions, Szech [32] shows that agents may benefit from revealing

partial information about their private types to their opponents. And assuming this infor-

mation is exogenous, Chen [3] characterizes equilibrium outcomes for varying levels of signal

informativeness. Other contributions include Konrad [16], who examines contests with al-

truistic or envious types, and Einy, Goswami, Haimanko, Orzach, and Sela [9], who analyze

common value all-pay auctions with private asymmetric information. In contrast to this

literature, our paper assumes symmetric and independent types and focuses on studying the

design problem with arbitrarily general finite type-spaces.6

The paper proceeds as follows. In Section 2, we present the general model of a contest

5In early work, Glazer and Hassin [13] highlight this distinction by solving separately the budget allocation

problem in some special cases of the complete information and the incomplete information environments.

Other related studies include Schweinzer and Segev [29], Drugov and Ryvkin [8] who examine the budget

allocation problem under different contest success functions.
6There is also some work in mechanism design and auction design with finite type-spaces (Maskin and

Riley [23], Jeong and Pycia [14], Vohra [34], Lovejoy [22], Doni and Menicucci [7], Elkind [10]).
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in an incomplete-information environment with a finite type-space. In Section 3, we char-

acterize the symmetric Bayes-Nash equilibrium of the contest game. In Section 4, we study

the design of effort-maximizing contest. In Section 5, we discuss the convergence of finite-

type space equilibrium to the equilibrium of the continuum type-space. Section 6 concludes.

Some technical proofs are relegated to the Appendix.

2 Model

There is a set ofN risk-neutral agents. Each agent has a privately known type θ (which deter-

mines its marginal cost of effort), drawn independently from type-space Θ = {θ1, θ2, . . . , θK}
according to distribution p = (p1, p2, . . . , pK) so that Pr[θ = θk] = pk. It is common knowl-

edge that agents’ types are independent and identically distributed according to p. Without

loss of generality, we assume θ1 > θ2 > · · · > θK > 0 and pk > 0 for all k.

There is a designer who designs a contest v = (v1, v2, . . . , vN) with v1 ≥ · · · ≥ vN−1 ≥ vN .

Given the contest v, all agents simultaneously choose their effort. The agents are ranked

according to their effort and awarded the corresponding prizes, with ties broken uniformly

at random. If an agent of type θk wins prize vi after exerting effort xk ≥ 0, its payoff is

vi − θkc(xk),

where c : R+ → R+ is a strictly increasing and differentiable cost function. We normalize

the cost function so that c(0) = 0 and also let g = c−1.

Given a finite type-space (N,Θ, p) and cost function c, a contest v defines a Bayesian

game between the N agents. We will focus on the symmetric Bayes-Nash equilibrium of

this game. This is a strategy profile where all agents are using the same (potentially mixed)

strategy, X : Θ → ∆R+, mapping agent’s type to a distribution over non-negative effort

levels, so that for any agent of type θk, choosing any effort level within the support of X(θk)

yields an expected payoff at least as high as that from choosing any other effort level, given

that all other agents use the strategy X(·).

The contest designer wants to maximize the expected equilibrium effort and has a fixed

budget V > 0 that it can use to allocate to different prizes in order to incentivize agents to
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exert effort. We study this designer’s problem of finding the contest that maximizes expected

effort subject to the budget constraint.

Notation

Here, we introduce notation that will be used in the rest of the paper.

We let Pk =
∑k

i=1 pi. We will denote by

HN
K (t) =

(
N

K

)
tK(1− t)N−K

the probability that a binomial random variable Y ∼ Bin(N, t) takes a value of exactly K.

We also use

HN
≤K(t) =

K∑
k=0

(
N

k

)
tk(1− t)N−k and HN

≥K(t) =
N∑

k=K

(
N

k

)
tk(1− t)N−k

to denote the probability that Y ∼ Bin(N, t) takes a value of at most K and at least K

respectively. Given a contest v = (v1, v2, . . . , vN), we let

πv(t) =
N∑

m=1

vmH
N−1
N−m(t)

denote the expected value of the prize that an agent gets if it beats any arbitrary agent with

probability t ∈ [0, 1].

3 Equilibrium

In this section, we characterize the symmetric Bayes-Nash equilibrium of contests with a

finite type-space. Before providing a complete description of the equilibrium, we establish

an important structural property of the equilibrium.

Lemma 1. Consider an arbitrary finite type-space (N,Θ, p) and an increasing differentiable

cost function c with c(0) = 0. For any contest v = (v1, . . . , vN−1, 0), there is a unique

symmetric Bayes-Nash equilibrium and it is such that there exist boundary points b1 < b2 <

· · · < bK so that for any θk ∈ Θ, an agent of type θk mixes between [bk−1, bk] with b0 = 0.
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In words, Lemma 1 says that for any contest environment, the unique symmetric equi-

librium is in mixed strategies and satisfies a useful monotonicity property. In particular, the

equilibrium is such that an agent who is least efficient (of type θ1) mixes between [0, b1],

an agent of type θ2 mix between [b1, b2], and so on, until we get to an agent who is most

efficient (of type θK), who mixes between [bK−1, bK ]. Thus, there is monotonicity in that

more efficient agents exert higher effort than less efficient agents with probability 1. And

the possibility that an agent might face other agents of the same type creates incentives for

them to mix and exert higher effort within their intervals. Thus, the symmetric equilibrium

under a finite type-space domain exhibits both the mixed nature of the equilibrium seen

in complete information domains (Barut and Kovenock [1]), and the monotonic structure

of the equilibrium seen in incomplete information domains with a continuum type-space

(Moldovanu and Sela [24]). Next, we provide an informal sketch of the proof of the Lemma.

The full proof is in the appendix.

To prove Lemma 1, we show that that a symmetric equilibrium X : Θ → ∆R+ must

satisfy the following properties (in order):

1. The equilibrium cannot have any atoms. This is because if an agent of type θk chose

xk with positive probability, there is a positive probability that all agents are tied at

xk, and an agent of type θk can instead chose xk + ϵ and get strictly higher payoff.

2. The minimum effort in support of the mixed strategy equilibrium must be 0. This is

because an agent who chooses the minimum effort level in the support of the mixed

strategy wins the last prize vn = 0 with probability 1. So if this minimum effort level

is positive, the agent can deviate to x = 0 and get a strictly higher payoff.7

3. The equilibrium utility of more efficient agents should be higher than that of less

efficient agents. This is because otherwise, a more efficient agent can simply imitate

the strategy of a less efficient agent, in which case it gets the same expected reward as

the less efficient agent, but it pays a lower cost leading to a higher payoff.

4. In equilibrium, the intersection of support for two different types cannot have more

than one effort level. This is because going from one effort level to another, the change

7The first two steps are analogous to the argument used to show that the Nash equilibrium in the complete

information setting, which corresponds to the case where |Θ| = K = 1, is in mixed strategies (Barut and

Kovenock [1], Fang, Noe, and Strack [11]).
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in expected reward is the same irrespective of type, but the change in cost depends

on the type. Since an agent of any type must be indifferent between all actions in

the support, it follows that agents of two different types cannot both be indifferent

between two different effort levels.

5. In equilibrium, the supports of the different agent types must be connected. This is

because of reasons similar to that in the second step.

6. In equilibrium, if the supports of two different types are connected at effort level x,

then the more efficient type exerts effort greater than x and the less efficient type exerts

effort less than x with probability one. This is because if the more efficient type is

instead mixing in an interval [a, x] and the less efficient is mixing in the interval [x, b],

then the less efficient agent can deviate to a and obtain a strictly higher payoff.

Together, the six properties imply that the equilibrium has the structure described in

Lemma 1.

Using the structure of the equilibrium, we can now completely characterize the unique

Bayes-Nash equilibrium for any contest in an arbitrary finite type-space.

Theorem 1. Consider an arbitrary finite type-space (N,Θ, p) and an increasing differen-

tiable cost function c with c(0) = 0. For any contest v = (v1, . . . , vN−1, 0), the unique

symmetric Bayes-Nash equilibrium is such that for any θk ∈ Θ, the distribution function

Fk : [bk−1, bk] → [0, 1] is defined by

πv(Pk−1 + pkFk(xk))− θkc(xk) = uk for all xk ∈ [bk−1, bk], (1)

where the boundary points b = (b1, . . . , bK) and equilibrium utilities u = (u1, . . . , uK) are

c(bk) =
k∑

j=1

πv(Pj)− πv(Pj−1)

θj
for any k ∈ {1, 2, . . . , K}, (2)

and

uk = θk

[
k−1∑
j=1

πv(Pj)

(
1

θj+1

− 1

θj

)]
for any k ∈ {1, 2, . . . , K}. (3)

Proof. We know from Lemma 1 that there exist boundary points b1 < b2 < · · · < bK so

that for any θk ∈ Θ, an agent of type θk mixes between [bk−1, bk] with b0 = 0. If Fk denotes

the equilibrium distribution function for agent of type θk, observe that πv(Pk−1 + pkFk(xk))
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is simply the agent’s expected payoff from playing xk ∈ [bk−1, bk]. Since the agent must

be indifferent between all actions in the support, and in particular, every such action must

lead to equilibrium utility uk, we get that the equilibrium distribution functions must satisfy

Equation 1.

Now it remains to solve for the boundary points bk and equilibrium utilities uk. Notice

that we can plug in xk = bk in Equation 1 to get that

c(bk) =
πv(Pk)− uk

θk
for any k ∈ {1, 2, . . . , K}. (4)

In addition, we use the fact that agents of both types θk and θk+1 have bk in the

support to get a relationship between their equilibrium utilities. More precisely, for any

k ∈ {1, 2, . . . , K − 1}, we have that

uk = πv(Pk)− θkc(bk) and uk+1 = πv(Pk)− θk+1c(bk).

Taking a difference, we obtain

uk+1 − uk = (θk − θk+1)c(bk) for any k ∈ {1, 2, . . . , K − 1}. (5)

Since u1 = 0, we can use Equation 4 to solve for b1. And then using u1 and b1, we can use

Equation 5 to solve for u2. In general, using Equations 4 and 5 iteratively, we can solve

explicitly for the equilibrium bounds and utilities. Together with these equilibrium objects,

as described in Equations 2 and 3, Equation 1 provides a complete description of the unique

symmetric Bayes-Nash equilibrium of the contest game.

Intuitively, since an agent of type θk must be indifferent between all effort levels in the

interval [bk−1, bk], the distribution of effort Fk in this interval is such that the marginal

gain in expected reward from increasing effort in the interval is equal to the marginal cost

θkc
′(xk). And in particular, for linear cost c(x) = x, given the contest v, the distribution

F1 on [0, b1] is such that the marginal gain in reward from increasing effort equals θ1, F2

on [b1, b2] is such that the marginal gain in reward equals θ2, and more generally, for any

k ∈ {1, 2, . . . , K}, Fk on [bk−1, bk] is such that the marginal gain in reward from increasing

effort in the interval equals θk. We illustrate this in the following example which explicitly

describes the equilibrium for the special case with N = 2 agents.
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Example 1. Consider an arbitrary finite type-space (N,Θ, p) with N = 2 and a linear cost

function c(x) = x. For any contest v = (v1, 0), the unique symmetric Bayes-Nash equilibrium

is such that the (random) level of effort exerted by an agent of type θk ∈ Θ is

Xk ∼ U

(
v1

k−1∑
j=1

pj
θj
, v1

k∑
j=1

pj
θj

)
.

Thus, the equilibrium distribution function Fk for type θk is uniform. Notice that if x ∈
[bk−1, bk] then the expected prize of an agent from choosing effort level x is

Pk−1v1 + pk

[
[x− bk−1] θk

v1pk

]
v1.

Differentiating with respect to x, we can check that the marginal gain in reward from increas-

ing effort in the range [bk−1, bk] is equal to the marginal cost θk.

An important consequence of Theorem 1 is that the equilibrium utilities of the agents

only depend on the finite type-space (N,Θ, p) and the contest v, and is independent of the

cost function c. Intuitively, one can redefine the Bayesian game as one in which the agents

directly choose the effort costs c(xk) instead of the effort xk. It follows that the expected

equilibrium costs, and thus, the equilibrium utilities remain the same. Moreover, it follows

from Equation 3 that the equilibrium utilities are linear in vm, and in particular, for any

k ∈ {1, . . . , K} and m ∈ {1, . . . , N − 1},

∂uk

∂vm
= θk

[
k−1∑
j=1

HN−1
N−m(Pj)

(
1

θj+1

− 1

θj

)]
. (6)

Thus, the change in equilibrium utilities from changing prizes is determined entirely by the

finite type-space (N,Θ, p), and is independent of the cost function c and also the contest

v = (v1, . . . , vN−1, 0).

4 Optimal contest

In this section, we solve the designer’s problem of finding a distribution of budget across

prizes so as to maximize expected equilibrium effort. Going forward, given a finite type-

space (N,Θ, p), cost function c, and contest v, we denote by Xk ∼ Fk the (random) level of

effort exerted in equilibrium by an agent of type θk and we denote by X ∼ F the ex-ante
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(random) level of effort exerted in equilibrium by an arbitrary agent so that for any x ∈ R,

F (x) =


0 if x ≤ 0

Pk−1 + pkFk(x) if x ∈ [bk−1, bk]

1 if x ≥ bK

.

The expected effort of an arbitrary agent is then

E[X] =
K∑
k=1

pkE[Xk].

The following result finds a useful representation for this expected equilibrium effort.

Lemma 2. Consider an arbitrary finite type-space (N,Θ, p) and an increasing differentiable

cost function c with c(0) = 0. For any contest v = (v1, . . . , vN−1, 0), the expected equilibrium

effort of an arbitrary agent is

E[X] =
K∑
k=1

∫ Pk

Pk−1

g

(
πv(t)− uk

θk

)
dt. (7)

To prove Lemma 2, we reinterpret Equation 1 as the definition of Xk with

πv(Pk−1 + pkFk(Xk))− θkc(Xk) = uk,

where Fk(Xk) is now just a uniformly distributed random variable. Rearranging and taking

expectation on both sides gives E[Xk], which then allows us to obtain E[X].

4.1 Linear costs

In this subsection, we discuss the design problem for the special case where the cost function

is linear. Using Lemma 2, we first obtain exactly the expected equilibrium effort in this case.

Observe that both πv(t) and uk are linear in vm, and hence, it follows from Equation 7 that

with linear costs c(x) = x, the expected effort must take the form E[X] =
∑N−1

m=1 αmvm for

some αm. Moreover, since αm = ∂E[X]
∂vm

, we get from Equation 7 that

αm =
K∑
k=1

∫ Pk

Pk−1

(
HN−1

N−m(t)

θk
− 1

θk

∂uk

∂vm

)
dt.

Solving this integral leads to the following result.
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Lemma 3. Consider an arbitrary finite type-space (N,Θ, p) and the cost function c(x) = x.

For any contest v = (v1, . . . , vN−1, 0), the expected equilibrium effort of an arbitrary agent is

E[X] =
N−1∑
m=1

αmvm

where

αm =
1

N

[
1

θK
−

K−1∑
k=1

[
HN

≥N−m+1(Pk) +mHN
N−m(Pk)

]( 1

θk+1

− 1

θk

)]
. (8)

Now to solve the design problem of maximizing expected effort, or more generally, to

study the effect of increasing competition on effort, a standard approach in contest theory is

to investigate the marginal effect of transferring value from one prize to another. For linear

costs, it follows from Lemma 3 that the marginal effect of transferring value from a worse

ranked prize w ∈ {2, . . . , N − 1} to a better ranked prize b < w is captured by the difference

αb − αw =
1

N

[
K−1∑
k=1

[
HN

≤N−b(Pk)− bHN
N−b(Pk)−HN

≤N−w(Pk) + wHN
N−w(Pk)

]( 1

θk+1

− 1

θk

)]
.

Depending on the type-space (N,Θ, p), this difference may be strictly positive, suggesting

that transferring value from w to b encourages effort; it may be zero, indicating that the

transfer has no effect on effort; or it may be strictly negative, meaning the transfer discour-

ages effort.

In the special case when Θ contains only a single type, thus defining a complete infor-

mation environment, it follows from Lemma 3 that α1 = α2 = · · · = αN−1 = 1
Nθ1

. Since

αb − αw = 0 for any b, w, transferring value from w to b has no effect on expected effort.

Thus, we recover the result that in the complete information environment with linear costs,

any allocation of the budget among the top N − 1 prizes results in the same expected equi-

librium effort (Barut and Kovenock [1]).

Now if there are at least two distinct types in Θ, it is easy to verify that α1 −αw > 0 for

any w ∈ {2, . . . , N − 1}. It follows then that transferring value from any arbitrary prize w

to the first prize leads to strictly higher expected equilibrium effort, and thus, it is strictly

optimal for a budget-constrained designer to allocate the entire budget to the first prize.

It follows that as soon as there is any little uncertainty (incomplete information) in the

environment with linear costs, the winner-takes-all contest is strictly optimal.
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4.2 General costs

In this subsection, we return to the design problem with general costs. Recall that for

a general cost function c, the expected equilibrium effort under a contest v is defined by

Equation 7. Unlike linear costs, in which case the expected effort depends linearly on the

value of prizes, the precise relationship between expected effort and the value of the prizes

under a generic cost function may be non-trivial. However, as the following result shows, the

effect of transferring value from prize w to b on equilibrium expected effort under important

classes of cost functions may be informed by the effect of such a transfer under linear costs

(αb − αw).

Theorem 2. Consider an arbitrary finite type-space (N,Θ, p). For any pair of prizes b, w ∈

{1, . . . , N −1} with b < w such that, either b = 1 or

(
∂uK

∂vb
− ∂uK

∂vw

)
≤ 0, the following hold:

1. If αb−αw ≥ 0, then for any strictly concave cost c and contest v,
∂E[X]

∂vb
− ∂E[X]

∂vw
> 0.

2. If αb −αw ≤ 0, then for any strictly convex cost c and contest v,
∂E[X]

∂vb
− ∂E[X]

∂vw
< 0.

In words, Theorem 2 provides sufficient conditions on the type-space (N,Θ, p) under

which the effect of transferring value from w to b on expected equilibrium effort under linear

costs (αb − αw) is informative about the effect of such a transfer under concave or convex

cost functions. More precisely, if this transfer has a positive effect under linear costs, the

effect persists under concave costs as well as long as the prizes in consideration are such that

either b = 1 or the transfer negatively impacts the equilibrium utility of the most efficient

agent. Analogously, if the transfer has a negative impact under linear costs, it persists under

convex costs under the same conditions. Next, we outline the proof of the result, and then

use the result to solve the design problem in some important special cases.

For the proof of Theorem 2, observe that for any arbitrary finite type-space (N,Θ, p), cost

function c, and contest v, it follows from Equation 7 that the marginal effect of transferring

value from prize w to b is

∂E[X]

∂vb
−∂E[X]

∂vw
=

∫ 1

0

g′
(
πv(t)− uk(t)

θk(t)

)(
HN−1

N−b (t)−HN−1
N−w(t)

θk(t)
− 1

θk(t)

(
∂uk(t)

∂vb
−

∂uk(t)

∂vw

))
dt,

where k(t) = max{k : Pk−1 ≤ t}. Under the assumption on b and w in the result, we

can show that the second function in the integrand has the single-crossing property. More
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precisely, there is some t∗ ∈ [0, 1] so that this function is negative for t ∈ [0, t∗] and positive

for t ∈ [t∗, 1]. Now when c is concave, g′ is increasing and so the integral is at least as high

as (essentially) the integral of this second function itself, which equals αb − αw. And when

c is convex, g′ is decreasing and so the integral is at most (essentially) equal to the αb − αw.

The result follows.

We now use Theorem 2 to solve the design problem in some important cases. First, we

solve the design problem for a designer faced with an arbitrary finite type-space (N,Θ, p)

and a concave cost function c. Fix an arbitrary contest v, and observe that if the designer

transfers value from prize w to the first prize (b = 1), the marginal effect of such a transfer on

equilibrium effort should always be non-negative since α1−αw ≥ 0 for any w ∈ {2, . . . , N−1}.
It follows then that for an arbitrary finite-type space and concave costs, the winner-takes-all

contest maximizes expected effort.

Corollary 1. Consider an arbitrary finite type-space (N,Θ, p) and a (weakly) concave cost

function c. Among all contests v = (v1, . . . , vN) such that
∑N

i=1 vi ≤ V , the winner-takes-all

contest v∗ = (V, 0, 0, . . . , 0) maximizes expected effort.

In addition to revealing the optimality of the winner-takes-all contest for concave costs,

Theorem 2 also allows us to recover, more generally, the effect of increasing competition on

equilibrium effort in the special case of a complete information environment. In this case,

captured with type-space Θ = {θ1}, the equilibrium utility of the most efficient agent is

always u1 = 0. Thus, transferring value from any worse ranked prize w to any better ranked

prize b has no effect on its equilibrium utility, and we know from above that it also does not

effect the expected effort under linear costs since αb − αw = 0. It follows from Theorem 2

then that the marginal effect of transferring value from w to b on expected equilibrium effort

is positive under concave costs and negative under convex costs. While we already had the

optimality of the winner-takes-all contest under concave costs, it follows that distributing

the budget equally amongst N−1 prizes maximizes expected effort under convex costs. And

more generally, we recover the result that in the complete information environment, increas-

ing competition leads to an increase in expected effort under concave costs and a decrease

in expected effort under convex costs (Fang, Noe, and Strack [11]).

Thus, Theorem 2 allows us to extend the optimality of the winner-takes-all contest under

linear and concave costs in the incomplete information domain for the continuum type-

space (Moldovanu and Sela [24]) to the finite-type space domain, while also simultaneously
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illustrating how increasing competition influences expected effort in the complete information

domain (Fang, Noe, and Strack [11]). In this sense, our analysis of the contest design problem

in the finite type-space domain not only provides a bridge between the previous literature

in complete information and incomplete information domains, it also provides a unifying

approach to studying these domains simultaneously.

4.3 Application: Binary Type-space

In this subsection, we discuss the application of Theorem 2 to the special case of a binary

type space, focusing on the effect of transferring value between two adjacent prizes.

Lemma 4. Consider a finite type-space (N,Θ, p) with Θ = {θ1, θ2}. For m ∈ {1, . . . , N−2},(
∂uK

∂vm
− ∂uK

∂vm+1

)
≤ 0 ⇐⇒ p2 ≥

m

N
.

and

αm − αm+1 ≥ 0 ⇐⇒ p2 ≥
m− 1

N − 1
.

Lemma 4 suggests that the effect of making the contest more competitive by transferring

value from lower ranked prizes to better ranked prizes depends on the relative likelihood of

efficient and inefficient agents. Intuitively, since efficient agents are more likely to win better

prizes in equilibrium, increasing competition encourages effort from efficient agents while

discouraging effort from the inefficient agents. Lemma 4 then shows that the overall effect of

such a transfer, under linear costs, is positive if there are sufficiently many efficient agents,

and negative if efficient agents are unlikely. Moreover, these effects extend to equilibrium

under other cost functions in the sense of Theorem 2 when efficient agents are sufficiently

likely, but Theorem 2 says nothing about whether these effects generalize when efficient

agents are unlikely. We now illustrate how increasing competition affects the equilibrium

distributions more generally with a specific example.

Example 2. Consider the finite type-space domain (N,Θ, p) where N = 3, Θ = {2, 1},
p = (0.5, 0.5), and the cost function c(x) = x. For any contest v = (v1, v2, 0), the equilibrium

distribution functions are

F1(x1) =
−2v2 + 2

√
v22 + (v1 − 2v2)2x1

(v1 − 2v2)
and F2(x2) =

−v1 +
√

v21 + 4(v1 − 2v2)(x2 − b1)

(v1 − 2v2)
,
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where b1 =
v1 + 2v2

8
. And the expected efforts are

E[X1] =
v1 + 4v2

24
and E[X2] =

11v1 + 2v2
24

so that the expected effort of an arbitrary agent is

E[X] =
1

2
E[X1] +

1

2
E[X2] =

12v1 + 6v2
48

.

Figure 1: The equilibrium distribution functions, F (·), for the environment in Example 2.

5 Continuum Type-Space Convergence

In this section, we study the limit properties of the symmetric equilibrium of finite type-space,

focusing in particular on whether the equilibrium behavior under a continuum type-space

is close to the equilibrium behavior under a sufficiently large finite type-space that approx-

imates the continuum type-space. For this purpose, we restrict attention to the case where

the cost function is linear c(x) = x, and note that this is without loss of generality because

of the equivalence between convergence properties of equilibrium costs and equilibrium effort.

First, we note the symmetric equilibrium under a continuum type-space, defined by a

differentiable distribution function G (Moldovanu and Sela [24]).
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Lemma 5. Suppose there are N agents, each with a private type drawn from Θ = [θ, θ]

according to a differentiable CDF G : [θ, θ] → [0, 1]. For any contest v = {v1, v2, . . . , vN−1, 0},
there is a unique symmetric Bayes-Nash equilibrium and it is such that for any θ ∈ Θ,

X(θ) =

∫ θ

θ

π′
v(1−G(t))g(t)

t
dt.

Next, we show that for any continuum type space and distribution over this type-space,

if we take a sequence of finite type-space distributions that converge to this distribution,

the corresponding sequence of mixed-strategy equilibrium converges to the pure-strategy

equilibrium under the continuum type-space.

Theorem 3. Suppose there are N agents and consider a fixed contest v = (v1, v2, . . . , vN−1, 0).

Let G : [θ, θ] → [0, 1] be a differentiable CDF and let G1, G2, . . . , be any sequence of CDF’s,

each with a finite support, such that for all θ ∈ [θ, θ],

lim
n→∞

Gn(θ) = G(θ).

Let F n : R → [0, 1] denote CDF of the equilibrium effort under the finite type-space distribu-

tion Gn, and let F : R → [0, 1] denote CDF of the equilibrium under continuum type-space

distribution G. Then, the sequence of CDF’s F 1, F 2, . . . , converges to the CDF F , i.e., for

all x ∈ R,
lim
n→∞

F n(x) = F (x).

Intuitively, as the finite type-space becomes large, the interval over which an agent of

a certain type mixes shrinks, and essentially converges to the effort level prescribed by the

pure-strategy equilibrium under the continuum type-space. Thus, the equilibrium strat-

egy in an appropriate and sufficiently large finite-type space domain provides a reasonable

approximation to the equilibrium strategy under the continuum type-space, and vice versa.

6 Conclusion

We examine the classical contest design problem of allocating a fixed budget across prizes to

maximize effort in a finite type-space environment. For any contest with a finite type-space,

we demonstrate that the unique symmetric Bayes-Nash equilibrium exhibits both the mixed

structure typical of complete information environment and the monotonic structure seen in

continuum type-space environments. Specifically, different agent types mix over disjoint but
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connected intervals, ensuring that more efficient agents exert greater effort than less efficient

ones. From the design perspective, we extend the optimality of winner-takes-all contests

established by Moldovanu and Sela [24] under linear and concave costs in the continuum

type-space to the finite type-space framework, while also recovering the result of Fang, Noe,

and Strack [11] on the differing impact of increased competition on effort under convex and

concave costs in complete information settings. Our approach stems from analyzing the

effects of increased competition on expected effort under linear costs, and identifying condi-

tions under which these effects persist for more general cost functions.

We hope that our results and methods will encourage further research in this fundamental

finite type-space domain. There are many natural variants of the design problem which might

be interesting to investigate. A particularly interesting direction would be to allow for the

possibility of more general mechanisms, as recently explored by Letina, Liu, and Netzer

[18] and Zhang [37] in the complete information and continuum type-space environments,

respectively. Furthermore, we believe the finite type-space environment provides a more

convenient framework for experimental investigations compared to the continuum type-space.

With the precise equilibrium predictions and convergence properties we establish, we hope

to also inspire more experimental research investigating some of the theoretical predictions

in the literature on contest design with incomplete information.
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A Proofs for Section 3 (Equilibrium)

Lemma 1. Consider an arbitrary finite type-space (N,Θ, p) and an increasing differentiable

cost function c with c(0) = 0. For any contest v = (v1, . . . , vN−1, 0), there is a unique

symmetric Bayes-Nash equilibrium and it is such that there exist boundary points b1 < b2 <

· · · < bK so that for any θk ∈ Θ, an agent of type θk mixes between [bk−1, bk] with b0 = 0.

Proof. Let Fk denote the equilibrium distribution function of agent of type θk for k ∈
{1, 2, . . . , K}. Further, suppose Fk has support on the interval [ak, bk] and uk denotes

the expected payoff of an agent of type θk when all agents play the equilibrium profile

(F1, F2, . . . , FK). Also let F : R+ → [0, 1] denote the CDF of the equilibrium effort under

(F1, F2, . . . , FK).

1. We first show that Fk cannot have any atoms. Suppose instead that Fk is such that an

agent of type θk plays xk with positive probability. Then, there is a positive probability

that all agents are tied at effort xk. But then, an agent of type θk will be strictly better

off by bidding xk + ϵ instead of xk. This way, the agent earns the best prize among

those that would have been otherwise split randomly between the tied agents and only

pays an additional ϵ. Thus, Fk cannot have any atoms.

2. We now show that min{a1, a2, . . . , aK} = 0. Suppose instead that this equals ak > 0.

Now when an agent of type θk plays ak, it does not win any prize but it pays a positive

cost of θkc(ak). So this agent can instead play 0 and while it still doesn’t get a prize,

it also doesn’t pay any cost. Thus, it must be that min{a1, a2, . . . , aK} = 0.

3. We now show that u1 ≤ u2 ≤ · · · ≤ uK . Suppose instead that uk > uk+1 for some

k ∈ {1, 2, . . . , K − 1}. Also let xk ∈ [ak, bk]. Then, we have that

uk = πv(F (xk))− θkc(xk).

So suppose agent of type θk+1 plays xk. Its payoff will be

πv(F (xk))− θk+1c(xk) > πv(F (xk))− θkc(xk) = uk

because θk+1 < θk. Thus, this agent of type θk+1 can imitate an agent of type θk and

get strictly higher payoff. Thus, it must be that u1 ≤ u2 ≤ · · · ≤ uK .
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4. We now show that for any j ̸= k, |[ak, bk] ∩ [aj, bj]| ≤ 1. Suppose instead that x, y ∈
[ak, bk]∩ [aj, bj] and x ̸= y. Since agents must be indifferent between all actions in their

support, it must be that

uk = πv(F (x))− θkc(x) = πv(F (y))− θkc(y)

and also

uj = πv(F (x))− θjc(x) = πv(F (y))− θjc(y).

But this implies

πv(F (x))− πv(F (y)) = θk(c(x)− c(y)) = θj(c(x)− c(y))

which is a contradiction.

5. We now show that if bk ̸= max{b1, b2, . . . , bK}, then bk = aj for some j ∈ {1, 2, . . . , K}.
Suppose instead that there is a k such that bk ̸= max{b1, b2, . . . , bK} and aj ̸= bk for

any j ∈ {1, 2, . . . , K}. Let ap denote the minimum of all aj such that aj ≥ bk. Now we

can repeat the argument in (2) to show that ap must be equal to bk because otherwise,

an agent of type θp would be strictly better off playing bk instead of ap. Thus, we have

that the support intervals of the mixed strategies are connected.

6. We now show that if bk = aj, then θk ≥ θj. Suppose instead that θk < θj. First note

that,

uk = πv(F (ak))− θkc(ak) = πv(F (bk))− θkc(bk).

Since bk = aj, we have that

uj = πv(F (bk))− θjc(bk) = uk + c(bk)(θk − θj).

Now the payoff of agent of type θj from playing ak < bk = aj will be

πv(F (ak))− θjc(ak) = uk + (θk − θj)c(ak)

which is greater than uj if θk < θj. Thus, it must be that θk ≥ θj.

Together, the above steps imply the result in the Lemma.
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B Proofs for Section 4 (Optimal contest)

Lemma 2. Consider an arbitrary finite type-space (N,Θ, p) and an increasing differentiable

cost function c with c(0) = 0. For any contest v = (v1, . . . , vN−1, 0), the expected equilibrium

effort of an arbitrary agent is

E[X] =
K∑
k=1

∫ Pk

Pk−1

g

(
πv(t)− uk

θk

)
dt. (7)

Proof. We first find the expected effort exerted in equilibrium by an agent of type θk. To

find E[Xk], we have from Theorem 1 that for an agent of type θk, the (random) level of effort

Xk it exerts in equilibrium satisfies

πv(Pk−1 + pkFk(Xk))− θkc(Xk) = uk.

Rearranging and taking expectations on both sides, we obtain

E[Xk] = E
[
g

(
πv(Pk−1 + pkFk(xk))− uk

θk

)]
=

∫ bk

bk−1

g

(
πv(Pk−1 + pkFk(xk))− uk

θk

)
fk(xk)dxk

=

∫ 1

0

g

(
πv(Pk−1 + pkt)− uk

θk

)
dt (Substituting Fk(xk) = t).

Then,

E[X] =
K∑
k=1

pkE[Xk]

=
K∑
k=1

pk

∫ 1

0

g

(
πv(Pk−1 + pkt)− uk

θk

)
dt

=
K∑
k=1

∫ Pk

Pk−1

g

(
πv(p)− uk

θk

)
dp (Substituting Pk−1 + pkt = p).

as required.

Lemma 3. Consider an arbitrary finite type-space (N,Θ, p) and the cost function c(x) = x.

For any contest v = (v1, . . . , vN−1, 0), the expected equilibrium effort of an arbitrary agent is

E[X] =
N−1∑
m=1

αmvm
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where

αm =
1

N

[
1

θK
−

K−1∑
k=1

[
HN

≥N−m+1(Pk) +mHN
N−m(Pk)

]( 1

θk+1

− 1

θk

)]
. (8)

Proof. With linear costs c(x) = x, since both πv(p) and uk are linear in vm, it follows from

Equation 7 that the expected effort E[X] =
∑N−1

m=1 αmvm for some αm. Now to find αm, we

have that

αm =
∂E[X]

∂vm

=
K∑
k=1

∫ Pk

Pk−1

g′
(
πv(p)− uk

θk

)(
HN−1

N−m(t)

θk
− 1

θk

∂uk

∂vm

)
dt

=
K∑
k=1

∫ Pk

Pk−1

(
HN−1

N−m(t)

θk
− 1

θk

∂uk

∂vm

)
dt

=
K∑
k=1

[
HN

≥N−m+1(Pk)−HN
≥N−m+1(Pk−1)

Nθk
− pk

θk

∂uk

∂vm

]

=
K∑
k=1

[
HN

≥N−m+1(Pk)−HN
≥N−m+1(Pk−1)

Nθk

]
−

K∑
k=1

pk

[
k−1∑
j=1

HN−1
N−m(Pj)

(
1

θj+1

− 1

θj

)]

=
1

N

[
1

θK
−

K−1∑
k=1

HN
≥N−m+1(Pk)

(
1

θk+1

− 1

θk

)]
−

K−1∑
k=1

(1− Pk)

[
HN−1

N−m(Pk)

(
1

θk + 1
− 1

θk

)]

=
1

N

[
1

θK
−

K−1∑
k=1

HN
≥N−m+1(Pk)

(
1

θk+1

− 1

θk

)]
− m

N

K−1∑
k=1

[
HN

N−m(Pk)

(
1

θk+1

− 1

θk

)]

=
1

N

[
1

θK
−

K−1∑
k=1

[
HN

≥N−m+1(Pk) +mHN
N−m(Pk)

]( 1

θk+1

− 1

θk

)]
.

In this calculation, we use the fact that
∂HN

≥N−m+1(t)

∂t
= NHN−1

N−m(t).

Theorem 2. Consider an arbitrary finite type-space (N,Θ, p). For any pair of prizes b, w ∈

{1, . . . , N −1} with b < w such that, either b = 1 or

(
∂uK

∂vb
− ∂uK

∂vw

)
≤ 0, the following hold:

1. If αb−αw ≥ 0, then for any strictly concave cost c and contest v,
∂E[X]

∂vb
− ∂E[X]

∂vw
> 0.

2. If αb −αw ≤ 0, then for any strictly convex cost c and contest v,
∂E[X]

∂vb
− ∂E[X]

∂vw
< 0.
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Proof. Fix any type-space (N,Θ, p), cost function c, and contest v. We know from Lemma

2 that

E[X] =
K∑
k=1

∫ Pk

Pk−1

g

(
πv(t)− uk

θk

)
dt.

Differentiating with respect to vm, we obtain

∂E[X]

∂vm
=

K∑
k=1

∫ Pk

Pk−1

g′
(
πv(t)− uk

θk

)(
HN−1

N−m(t)

θk
− 1

θk

∂uk

∂vm

)
dt

=

∫ 1

0

g′
(
πv(t)− uk(t)

θk(t)

)(
HN−1

N−m(t)

θk(t)
− 1

θk(t)

∂uk(t)

∂vm

)
dt (where k(t) = max{k : Pk−1 ≤ t})

=

∫ 1

0

β(t)λm(t)dt

where

β(t) = g′
(
πv(t)− uk(t)

θk(t)

)
and

λm(t) =

(
HN−1

N−m(t)

θk(t)
− 1

θk(t)

∂uk(t)

∂vm

)
.

It follows that for prizes b, w ∈ {1, . . . , N − 1} with b < w,

∂E[X]

∂vb
− ∂E[X]

∂vw
=

∫ 1

0

β(t) (λb(t)− λw(t)) dt.

Observe that

λb(t)− λw(t) =

(
HN−1

N−b (t)−HN−1
N−w(t)

θk(t)

)
− 1

θk(t)

(
∂uk(t)

∂vb
−

∂uk(t)

∂vw

)

=

(
HN−1

N−b (t)−HN−1
N−w(t)

θk(t)

)
−

k(t)−1∑
j=1

(
HN−1

N−b (Pj)−HN−1
N−w(Pj)

)( 1

θj+1

− 1

θj

)
where the last equality follows from Equation 6. From here, one can verify that

1. λb(0)− λw(0) = 0

2. λb(1)− λw(1) =


1
θK

− 1
θK

(
∂uK

∂vb
− ∂uK

∂vw

)
if b = 1

− 1
θK

(
∂uK

∂vb
− ∂uK

∂vw

)
otherwise

3. λb(t)− λw(t) is continuous in t
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4. λb(t) − λw(t) is differentiable at t ∈ [0, 1] where t ̸= Pk, and whenever this derivative

exists, it has the same sign as the derivative of HN−1
N−b (t)−HN−1

N−w(t) with respect to p.

(a) For 2 ≤ b < w, HN−1
N−b (t) − HN−1

N−w(t) is 0 at t = 0, and as t increases, it first

decreases and is negative, then it increases and becomes positive, and then again

decreases finishing at 0 at t = 1.

(b) And for 1 = b < w, HN−1
N−b (t) − HN−1

N−w(t) is 0 at t = 0, and as t increases, it

first decreases and is negative, then it keeps increasing and becomes positive and

finishes at 1 when t = 1.

Since b, w is such that either b = 1 or

(
∂uK

∂vb
− ∂uK

∂vw

)
≤ 0, we have that λb(1)− λw(1) ≥ 0.

Together with the above properties, this implies that there is some t∗ ∈ [0, 1] such that

λb(t)− λw(t) ≤ 0 for t ∈ [0, t∗], and λb(t)− λw(t) ≥ 0 for t ∈ [t∗, 1].

Now for the first claim, suppose that the cost function is weakly concave and αb−αw ≥ 0.

Then, the function g = c−1 is weakly convex, and therefore, β(t) is weakly increasing in t.

From this, it follows that

∂E[X]

∂vb
− ∂E[X]

∂vw
=

∫ 1

0

β(t) (λb(t)− λw(t)) dt

=

∫ t∗

0

β(t) (λb(t)− λw(t)) dt+

∫ 1

t∗
β(t) (λb(t)− λw(t)) dt

>

∫ t∗

0

β(t∗) (λb(t)− λw(t)) dt+

∫ 1

t∗
β(t∗) (λb(t)− λw(t)) dt

= β(t∗)

∫ 1

0

(λb(t)− λw(t)) dt

= β(t∗)(αb − αw)

≥ 0

The argument for the second claim with convex costs and αb − αw ≤ 0 is analogous.

Lemma 4. Consider a finite type-space (N,Θ, p) with Θ = {θ1, θ2}. For m ∈ {1, . . . , N−2},(
∂uK

∂vm
− ∂uK

∂vm+1

)
≤ 0 ⇐⇒ p2 ≥

m

N
.

and

αm − αm+1 ≥ 0 ⇐⇒ p2 ≥
m− 1

N − 1
.
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Proof. From Equation 6, we have that the effect of transferring value from prize w = m+ 1

to prize b = m on the equilibrium utility of the most efficient agent is(
∂uK

∂vm
− ∂uK

∂vm+1

)
= θK

[
K−1∑
k=1

(
HN−1

N−m(Pk)−HN−1
N−(m+1)(Pk)

)( 1

θk+1

− 1

θk

)]

= θ2
(
HN−1

N−m(P1)−HN−1
N−m−1(P1)

)( 1

θ2
− 1

θ1

)
.

From here, it is easy to verify that for any m ∈ {1, 2, . . . , N − 2},(
∂uK

∂vm
− ∂uK

∂vm+1

)
≤ 0 ⇐⇒ P1 ≤ 1− m

N
.

From Equation 8, we also have that

αm − αm+1 =
1

N

[
K−1∑
k=1

[
HN

≤N−m(Pk)−mHN
N−m(Pk)−HN

≤N−m−1(Pk) + (m+ 1)HN
N−m−1(Pk)

]( 1

θk+1

− 1

θk

)]
.

=
1

N

[
HN

N−m(P1)−mHN
N−m(P1) + (m+ 1)HN

N−m−1(P1)
]( 1

θ2
− 1

θ1

)
From here, we can again verify that for any m ∈ {1, 2, . . . , N − 2},

αm − αm+1 ≥ 0 ⇐⇒ P1 ≤ 1− m− 1

N − 1
.

C Proofs for Section 5 (Continuum Type-Space Con-

vergence)

Lemma 5. Suppose there are N agents, each with a private type drawn from Θ = [θ, θ]

according to a differentiable CDF G : [θ, θ] → [0, 1]. For any contest v = {v1, v2, . . . , vN−1, 0},
there is a unique symmetric Bayes-Nash equilibrium and it is such that for any θ ∈ Θ,

X(θ) =

∫ θ

θ

π′
v(1−G(t))g(t)

t
dt.

Proof. Suppose N−1 agents are playing a strategy X : [θ, θ] → R+ so that if an agent’s type

is θ, it exerts effort X(θ). Further suppose that X(θ) is decreasing in θ. Now we want to
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find the remaining agent’s best response to this strategy of the other agents. If the agent’s

type is θ and it pretends to be an agent of type t ∈ [θ, θ], its payoff is

πv(1−G(t))− θX(t).

Taking the first order condition, we get

π′
v(1−G(t))(−g(t))− θX ′(t) = 0.

Now we can plug in t = θ to get the condition for X(θ) to be a symmetric Bayes-Nash

equilibrium. Doing so, we get

π′
v(1−G(θ))(−g(θ))− θX ′(θ) = 0

so that

X(θ) =

∫ θ

θ

π′
v(1−G(t))g(t)

t
dt.

Theorem 3. Suppose there are N agents and consider a fixed contest v = (v1, v2, . . . , vN−1, 0).

Let G : [θ, θ] → [0, 1] be a differentiable CDF and let G1, G2, . . . , be any sequence of CDF’s,

each with a finite support, such that for all θ ∈ [θ, θ],

lim
n→∞

Gn(θ) = G(θ).

Let F n : R → [0, 1] denote CDF of the equilibrium effort under the finite type-space distribu-

tion Gn, and let F : R → [0, 1] denote CDF of the equilibrium under continuum type-space

distribution G. Then, the sequence of CDF’s F 1, F 2, . . . , converges to the CDF F , i.e., for

all x ∈ R,
lim
n→∞

F n(x) = F (x).

Proof. For the finite support CDF Gn, let Θn = (θn1 , θ
n
2 , . . . , θ

n
K(n)) denote the support

and pn = (pn1 , p
n
2 , . . . , p

n
K(n)) denote the probability mass function. From Theorem 1, let

bn = (bn1 , b
n
2 , . . . , b

n
K(n)) denote the boundary points, un = (un

1 , u
n
2 , . . . , u

n
K(n)) denote the equi-

librium utilities, and F n
k denote the equilibrium CDF of agent of type θnk on support [bnk−1, b

n
k ].

Then, the CDF of the equilibrium effort, F n : R → [0, 1], is such that for any x ∈ R,

F n(x) =


0 if x ≤ 0

P n
k−1 + pnkF

n
k (x) if x ∈ [bnk−1, b

n
k ]

1 if x ≥ bnK(n)

. (9)
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For the continuum CDF G : [θ, θ] → [0, 1], the CDF of the equilibrium effort, F : R →
[0, 1], is such that for any x ∈ R,

F (x) =


0 if x ≤ 0

1−G(θ(x)) if x ∈ [0, B]

1 if x ≥ B

. (10)

where θ(x) is the inverse of X(θ) (from Lemma 5) and B = X(θ). The following Lemma

will be the key to showing that F n(x) converges to F (x) for all x ∈ R.

Lemma 6. Consider any θ ∈ (θ, θ) and for any n ∈ N, let k(n) ∈ {0, 1, 2, . . . , K(n)} be

such that θnk(n) > θ ≥ θnk(n)+1 (where θn0 = ∞ and θnK(n)+1 = 0). Then,

lim
n→∞

bnk(n) = X(θ) and lim
n→∞

F n(bnk(n)) = 1−G(θ).

Proof. From Lemma 5 and Equation 2, we have

X(θ) =

∫ θ

θ

π′
v(1−G(t))g(t)

t
dt and bnk(n) =

k(n)∑
j=1

πv(P
n
j )− πv(P

n
j−1)

θnj
.

Observe that

bnk(n) =

πv(P
n
k(n))

θnk(n)
−

k(n)−1∑
j=1

πv(P
n
j )

[
1

θnj+1

− 1

θnj

]
=

∫ 1/θn
k(n)

0

[
πv(P

n
k(n))− πv(1−Gn(1/x))

]
dx

n→∞−−−→
∫ 1

θ

0

[πv(1−G(θ))− πv(1−G(1/x))] dx (dominated convergence)

= [x(πv(1−G(θ))− πv(1−G(1/x)))]
1
θ
0︸ ︷︷ ︸

this is 0

+

∫ 1
θ

0

π′
v(1−G(1/x))g(1/x)

x
dx

=

∫ ∞

θ

π′
v(1−G(t))g(t)

t
dt (substitute t = 1/x)

= X(θ)

By definition, we have

lim
n→∞

F n(bnk(n)) = lim
n→∞

P n
k(n)

= lim
n→∞

[1−Gn(θ)]
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= 1−G(θ)

Returning to the proof of Theorem 3, fix any x ∈ (0, B) and let θ ∈ (θ, θ) be such that

X(θ) = x. Then, we know that

F (x) = 1−G(θ).

We want to show that

lim
n→∞

F n(x) = 1−G(θ).

Take ϵ > 0. Find θ′ < θ and θ′′ > θ such that

0 < G(θ)−G(θ′) = G(θ′′)−G(θ) <
ϵ

4
.

Let x′ = X(θ′), x′′ = X(θ′′), so that x′ > x > x′′. Let δ = min{x′−x, x−x′′}. From Lemma

6, let N(ϵ) be such that for all n > N(ϵ),

max{|bnk(n) − x|, |bnk′(n) − x′|, |bnk′′(n) − x′′|} <
δ

2

and

max{|F n(bnk′(n))− (1−G(θ′))|, |F n(bnk′′(n))− (1−G(θ′′))|} <
ϵ

4
,

where k(n), k′(n), k′′(n) are sequences as defined in Lemma 6 for θ, θ′ and θ′′ respectively.

Then, for all n > N(ϵ),

F n(x) > F n(bnk′′(n))

> 1−G(θ′′)− ϵ

4

> 1−G(θ)− ϵ

2

and

F n(x) < F n(bnk′(n))

< 1−G(θ′) +
ϵ

4

< 1−G(θ) +
ϵ

2

so that |F n(x)− (1−G(θ))| < ϵ. Thus, limn→∞ F n(x) = 1−G(θ) = F (x) for all x ∈ R.
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